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What Is Hadoop
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A Map-Reduce plus the HDFS filesystem
Implemented in Java

A Map-Reduce is a highly parallelized distributed
computing system

A HDFS is the distributed cluster filesystem
o0 This is the feature that we are most interested Iin

A Open source project hosted by Apache

A Commercial support available from Cloudera

A Used throughout Yahoo. Cloudera and Yahoo
are major contributors to the Apache Hadoop
project.



HDFS

A Distributed Cluster filesystem

A Extremely scalable i Yahoo uses it for multi-PB
storage

A Easy to manage i few services and little
hardware overhead

A Files split into blocks and spread across

multiple cluster datanodes
o 64MB blocks default, configurable
o Block-level decomposition avoids 'hot-file' access bottlenecks

o0 Block-level decomposition means loss of multiple data nodes
will result in the loss of more files than file-level decomposition

A Not 100% Posix compliant

o Non-sequential writes not supported
o0 Not areplacement for NFS




HDFS Services

A Namenode i manages the filesystem

namespace operations

o File/directory creation/deletion
o Block allocation/removal

o Block locations

A Datanode i stores file blocks on one or more
disk partitions

A Secondary Namenode i helper service for
merging namespace changes

A Services communicate through java RPC, with
some functionality exposed through http
Interfaces




Namenode (NN)

A Purpose is similar to dCache PNFS

A Keeps track of entire fs image
o0 The entire filesystem directory structure
o The file block =» datanode mapping
o Block replication level
0 ~1GB per 1e6 blocks recommended

A Entire namespace is stored in memory, but
persisted to disk
0 Block locations not persisted to disk
o All namespace requests served from memory
o fsck across entire namespace is really fast




Namenode Journals
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ANN fs image is read from disk only once at
startup

A Any changes to the namespace (mkdir, rm)
are written to one or more journal files (local
disk, NFS, ...)

A Journal is periodically merged with the fs
iImage

A Merging can temporarily require extra

memory to store two copies of fs image at
once



Secondary NN

A The name is misleading... this is NOT a backup
namenode or hot spare namenode. It does NOT
respond to namespace requests

A Optional checkpoint server for offloading the NN
journal » fsimage merges

A Download fs image from namenode (once)

A Periodically download journal from namenode
A Merge journal and fs image

A Uploaded merged fs image back to namenode

A Contents of merged fsimage can be manually
copied to NN In case of namenode corruption or
fallure




Datanode (DN)

A Purpose is similar to dCache pool
A Stores file block metadata and file block contents

In one or

more local disk partitions. Datanode

scales well with # local partitions

o Caltech

IS using one per local disk

0 Nebraska has 48 individual partitions on Sun
Thumpers

A Sends heartbeat to namenode every 3 seconds

A Sends fu
A Namenoc

| block report to namenode every hour
e uses report + heartbeats to keep track

of which

nlock replicas are still accessible



Client File Access

g T

O 1891 g

> )
& H_I[j T

AWhen a client requests a file, it first
contacts the namenode for namespace
Information.

A The namenode looks up the block locations
for the requested files, and returns the
datanodes that contain the requested
blocks

A The client contacts the datanodes directly
to retrieve the file contents from the blocks
on the datanodes



Metadatfa,aps;’{ Namenode

Hadoop Architecture

Metadata (Name, replicas, ...):

/home/foo/data, 3, ...

Read Datanodes

]

Block ops
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Replication
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Rack 1

Write

Datanodes
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Bloc

KS

Rack 2
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Native Client

A A native java client can be used to
perform all file and management
operations

A All operations use native Hadoop java
APIs
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File System in User Space (FUSE)
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A Client that presents a posix-like interface to
arbitrary backend storage systems (ntfs, lustre,

ssh)

A HDFS fuse module provides posix interface to
HDFS using the HDFS APIs. Allows standard
fillesystem commands on HDFS (rm, cp, mkdir,...)

A HDFS does not support non-sequential (random)
writes

o root TFile can't write directly to HDFS fuse, but not
really necessary for CMS

0 but files can be read through fuse with CMSSW / TFile -
eventually CMSSW can use the Hadoop API

A Random reads are ok
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Gridftp/SRM Clients

A Gridftp could write to HDFS+FUSE with a single
stream

A Multiple streams will fail due to non-sequential
writes

A UNL (Nebraska) developed a GridFTP dsi module
to buffer multiple streams so that data can be
written to HDFS sequentially

A Bestman SRM can perform namespace
operations by using FUSE
O running in gateway mode
0 srmrm, srmls, srmmkdir
o0 Treats HDFS as local posix filesystem

13



Hadoop monitoring

Nagios
Aheck hadoop_health i- parses output of ‘hadoop fsck'
Keheck_jmx i- blockverify failures, datanode space

Keheck hadoop_checkpoint i- parses secondary nn logs to make sure
checkpoints are occurring

Ganglia
ANative integration with Hadoop
Avany internal parameters

MonALISA

Kollects Ganglia parameters
gridftpspy
Hadoop Chronicle
jconsole

hadoop native web pages
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